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Executive Snapshot

The Linux ‘SSHStalker’ botnet demonstrates that legacy kernel exploits plus weak SSH hygiene can yield a resilient,
IRC-controlled botnet platform; immediate defenses are practical and high impact. Organizations should consider
three action items: enforce SSH key-only access and block password login; inventory and remediate or isolate legacy
2.6.x kernels and outdated cloud images; and deploy network and host detection for cron persistence, log tampering,
on-host compilation, and outbound IRC traffic.

e Isolate affected hosts from the network or block outbound IRC ports and known C2 Ips.

e Runenvironment-wide queries for indicators, such as recent on-host compilations, new cron entries,
changes to utmp/wtmp/lastlog, unexpected Perl/Python IRC clients, connections to UnrealIRCd servers.

o Enforce SSH key-only authentication and MFA, implement egress filtering to block IRC-related traffic and
limit unknown outbound protocols.
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TIDE Team Analysis

SSHStalker is a newly documented Linux botnet that combines high-volume SSH scanning and brute-force access
with a legacy-exploit toolkit and IRC-based command-and-control to enroll compromised hosts into channel-based
control networks. The group is ditching stealth and prioritizing results. Researchers observed an automated Golang
scanner probing port 22 at scale, on-host compilation of payloads, and rapid enrollment of breached systems into
UnrealIRCd channels where multiple C-based bots, Perl utilities, and legacy IRC bot families provide remote
command execution. The operation emphasizes mass compromise and reliable persistence rather than immediate
monetization. Victims have shared evidence of rootkit-style artifacts, log tampering, and persistent cron-based
relaunch mechanisms, but few observed follow-on abuse such as large-scale DDoS or crypto mining so far.

A central technical risk stems from SSHStalker’s deliberate targeting of long-tail, poorly maintained Linux systems by
leveraging a back catalog of 2009-2010 Linux 2.6.x kernel exploits and privilege-escalation chains. These legacy
CVEs remain effective against neglected appliances, abandoned VPS images, embedded devices, and old kernel
deployments that many organizations still carry in production or edge environments. The operator appears to be
prioritizing profits from scale. Automated SSH credential attacks identify weak password authentication and expose
hundreds to thousands of systems which are then weaponized with compiled bots, rootkits, and log cleaners to erase
traces and maintain stealthy footholds.

Operational tradecraft favors reliability and persistence: the malware installs multiple redundant components, uses
cron jobs to restart processes within roughly a minute if disrupted, and deploys log tampering (utmp/wtmp/lastlog)
and rootkit-class binaries to hinder detection and forensic collection. Public IRC networks, plausible nicknames, and
chat noise and camouflage make channel activity blend with benign IRC traffic and permit flexible operator
interaction (private messages, DCC, channel commands) without bespoke C2 infrastructure that could be more easily
taken down. This posture suggests either staging for later operations, a testing phase, or deliberate long-term access
retention for opportunistic or strategic uses later.

Attribution signals are limited but informative: language artifacts, Romanian-style nicknames, slang in channel
chatter, and overlaps with tooling and patterns previously associated with Outlaw/Dota-style actors point to a
probable regional origin and a mid-tier threat actor profile. The actor does not appear to be developing novel zero-
days. SSHStalker group recycles proven exploits and mature orchestration (C for core components, shell for
persistence, Python/Perl as utilities) to maximize reach. That operational discipline, supply of many interchangeable
payloads, infrastructure recycling, and documented IoCs makes the campaign resilient and predictable, which assists
defenders but also enables rapid scaling by the threat actor.

The current impact profile is medium risk, but with asymmetric upside for attackers. While immediate monetization
has been limited so far, the presence of persistent, stealthy access across estimated thousands of cloud and on-
prem hosts creates a future-capable platform for espionage, supply-chain abuses, proxy chaining, or episodic
disruptive operations. Cloud-hosted victims and abandoned VPS images are overrepresented in telemetry, increasing
the risk that ‘SSHStalker’ access will be used to stage attacks against other targets or to hide secondary tooling and
lateral-movement infrastructure. The presence of utilities that harvest AWS secrets elevates the risk to cloud
environments where harvested credentials could be reused to pivot into higher-value assets.

Defensive posture should prioritize mitigation of the primary infection vector: SSH brute force and weak password
authentication. Hardening SSH by disabling password authentication, enforcing SSH key-based authentication,
restricting SSH access to trusted IP ranges or a management VPN, and implementing robust rate limiting and multi-
factor controls for remote shell access materially reduce the botnet’s attack surface. Equally important are patch
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management and asset inventory: identifying and remediating legacy 2.6.x kernel instances, orphaned images, and
embedded devices that cannot be patched must be quarantined or replaced, because the exploit catalog targets
exactly those long-tail systems.

Detection and response controls need to focus on persistence indicators and IRC-related telemetry. Monitor for rapid
cron job creation, unusual binary compilations on hosts, alterations to utmp/wtmp/lastlog, unexpected outbound
connections to IRC servers (UnrealIRCd or others), and anomalous use of Perl/Python processes that spawn
networked IRC clients. EDR and network sensors should be tuned to detect in-memory-only payloads and fileless
execution chains, while threat hunting should pivot on the provided IoCs and observed behavioral signatures such as
minute-scale process relaunch patterns and characteristic IRC channel enrollments.

From a governance and resilience standpoint, organizations should treat ‘SSHStalker’ as a reminder to eliminate
deferred technical debt and to enforce lifecycle policies for cloud imagery, embedded systems, and third-party
appliances. Asset inventories, immutable infrastructure practices, least-privilege credentials for cloud metadata and
API calls, and routine credential rotation will reduce the value of any harvested secrets. Legal, risk, and incident-
response teams should preposition playbooks for large-scale intrusion discovery that emphasize containment of
exposed SSH endpoints, rapid credential invalidation, and coordinated patch/quarantine actions across cloud regions
to prevent the botnet from converting dormant access into an operational campaign

Why It Matters

‘SSHStalker’ expands the attack surface by exploiting the ubiquitous SSH service and long-lived, seldom-patched
kernel footprints across cloud and edge environments. SSH is widely exposed for legitimate administration, and many
organizations still rely on password-based access, leapfrogged images, or unmanaged appliances that retain
obsolete 2.6.x kernels. When accessible SSH and exploitable legacy kernels overlap, the result is a low-cost, high-
yield vector that scales. An attacker can automate credential discovery, exploit privilege escalation, and convert
numerous hosts into persistent proxies or footholds without having to compromise well-maintained enterprise assets
directly.

Remediating unauthorized SSH scanning and hardening SSH access produces outsized defensive returns because it
interrupts the campaign at the earliest stage. Blocking or rate-limiting external SSH attempts, moving management
interfaces behind bastion hosts or VPNs, enforcing key-based authentication and MFA, and instrumenting
authentication failures and new-account creation reduce both the probability of initial compromise and the
effectiveness of automated brute-force tooling. Early prevention also avoids the much higher cost of detecting and
removing rootkits, replacing infected images, and recovering potentially exfiltrated cloud credentials that enable
deeper lateral movement.

Historically, widespread botnets have repeatedly exploited the same combination of weak remote access controls
and known local exploits: Mirai abused default credentials on IoT devices to build large-scale DDoS platforms, while
earlier Linux worms leveraged unpatched kernel/local privilege bugs and open services to propagate. ‘SSHStalker’
follows that playbook by pairing credential attacks with legacy kernel exploits and adding IRC-based C2 for
resilience, echoing past campaigns that favored scale and persistence over novel zero-days. Those precedents show
defenders that disciplined hygiene, rapid patching, and network egress monitoring can materially degrade the
attacker’s ability to scale and repurpose compromised fleets.
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How to Respond

Isolate affected hosts from the network, snapshot for forensic analysis, revoke all SSH keys/passwords and
rotate any cloud credentials accessible from those hosts, then rebuild systems from known-good images
after cleaning or wiping persistent storage to remove rootkits and cron persistence.

Identify other potentially vulnerable 2.6.x kernel instances and orphaned VM images, patch or isolate those
assets, and apply compensating controls (bastions, management VPNs, SSH rate-limiting) until full
remediation is complete.

Deploy or update EDR/network sensors to detect minute-scale process relaunch patterns and log tampering
and run a credential-rotation and incident playbook that includes coordinated cloud secret invalidation and
cross-team communications for rapid containment.

What UltraViolet Cyber is Doing

Actively monitoring and hunting for suspicious and known malicious network and endpoint traffic commonly
associated with botnet tactics and techniques.

Parsing available victim dump data for any social, financial, business, or technical relations to UVCyber
Clients and partner organizations.

Aggregating threat intelligence from myriad sources and applying the most up-to-date knowledge to
proactive threat hunting and response.

About UltraViolet Cyber

UltraViolet Cyber is a leading tech-enabled managed security services provider, delivering unparalleled cybersecurity
expertise that fills technology and talent gaps across Global 2000 and Federal Government customers. Founded and
operated by security practitioners from the national intelligence community, UltraViolet Cyber connects offensive
security, application security, detection and response, and security engineering to deliver a differentiated approach
to cybersecurity operations. Transforming customers’ security programs, UltraViolet Cyber’s flagship security-as-a-
service solution, UV Lens, removes complex operational silos, replacing them with integrated security capabilities.
UltraViolet is headquartered in McLean, Virginia with technology centers across the world.
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